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PCI Evolution

e Peripheral Component Interconnect (PCI) is a local
computer bus for attaching hardware devices in a computer.

Bus type

PCl 33 MHz
PCl 66 MHz

PCI-X 66 MHz and
133 MHz

PCI-X 266 MHz
and 533 MHz

2.0
2.1
1.0

2.0

Specification

Release

Date of Release

1993
1995
1999

Q1, 2002

Maximum
Transfer Rate

266 MB/s
533 MB/s
1,066 MB/s

4,266 MB/s

Q redhat.



PCI Evolution

 PCI Express (Peripheral Component Interconnect Express),
officially abbreviated as PCle, is a high-speed serial
computer expansion bus standard, designed to replace the
older PCI, PCI-X, and AGP bus standards.

PCI Express Date Of Line Transfer rate Bandwidth
Release encoding Per lane X16 lane slot
1.0 Q2, 2002 8b/10b 2.5 GTls 2 Gbit/s 32 Gbit/s
(250 MB/s) (4 GB/s)
2.0 2007 8b/10b 5GT/s 4 Ghit/s 64 Gbit/s
(500 MB/s) (8 GB/s)
3.0 2010 128b/130b 8 GT/s 7.877 Ghit/s 126.032
(984.6 MB/S)  Gbit/s
(15.754
GB/s)
4.0 Early 2017 ? 128b/130b 16 GT/s 15.754 Gbit/s 252.064 Ghit/s

(1969.2 MB/s)  (31.508 GBI/s)

Q redhat.
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Technologies overview - PCI
The basics

DMA

 PCI uses a shared bus topology to
allow for communication among the
different devices on the bus.

e There is a bus arbitration scheme
In place for deciding who gets
access to the bus and when.

 The Host Bridge provides an
Interconnect between the CPU/DMA
and peripheral components

CPU
Memory

Controller

Host

Bridge

Bus

Device Device

Q redhat.



Technologies overview - PCI
The CPU point of view

Memory Map
PCI devices are accessible via a St
fairly straightforward load-store
mechanism. Vil
« Memory address(MMIO) space euenen | 19
« 1/O address spaces ™8 [ HoetRoM [
Expansion ROM Space
« Configuration space. e | £597Y Video
Conventional

PCI

Configuration

Space

6VB ——

2588

2568

2568

Q redhat.



Technologies overview - PCI
Bus traffic

Command traffic

(configuration)

Read/Write traffic

C/BE# Command

0000 | Interrupt Acknowledge

0001 | Special Cycle | Memory |
0010 I/O Read

0011 | O Write Lvo |
0100 JEE=CINES | Configuration |
0101 Reserved

0110 | Memory Read | Special-Purpose |
0111 Memory Write

1000 | Reserved | Reserved |
1001 Reserved

1010 | Configuration Read

1011 | Configuration Write

1100 Memory Read Multiple

1101 Dual Address Cycle

1110 Memory Read Line

1111 Memory Write and Invalidate

Q redhat.



Technologies overview -

PCI to PCI Bridges

« Maximum 32 multi-function
devices per bus.

A PCI-to-PCI bridge provides a
connection path between two
Independent PCI buses.

 Abridge has two PCI interfaces,
the primary and secondary.

PCI

_________

_________

PCI
Device

PCI
Device

CPU
HBOUS; Memory
Host
Bridge PCI
Device
PCI
Bus 0
PCl-to-PCl TRles
Bridge 1
PCl-to-PCl
PCI Bridge 2
Bus 1

PCI Add-in Card Slots

Figure 1-1: Typical Bridge Applications

Q redhat.



Technologies overview - PCI
PCI limitations

 Its highly parallel shared-bus architecture holds it back by
limiting its bus speed and scalability.

e |ts simple, load-store, flat memory-based communications
model is less robust and extensible than a routed, packet-
based model.

« PCI-X: wider and faster, but still outdated.

10

Q redhat.



Technologies overview — PCle
The basics

e PCle's most obvious improvement over PCI is its point-to-
point bus topology.

« Each device sits on its own dedicated bus, which in PCle
lingo Is called a link.

Root (Host) Root (Host)
PCI vs PCle
Bus Device Switch Device
Device Device Device Device

11

Q redhat.



Technologies overview — PCle
Links and lanes

 Alane represents a set of differential signal pairs (one pair for Tx,
one pair for Rx).

e Alink represents a dual-simplex communications channel between
two components.

e To scale bandwidth, a link may aggregate multiple lanes denoted
by XN (X1, x2, x4, x8, x12, x16, and x32).

PCle Link

PCle

; PCle
Device A

Device B

Mw1, 2 & 8 12 14, 32

12 Q redhat.



Technologies overview — PCle
Transactions

 PCle implements the first layers of the OSI stack.

—  Much more robust than PCI

|
' N 7

Transaction Transaction

Y4
(.
Y4
AN /

Data Link Data Link

Initiator Target PCI vs PCle Physical | Physical

Logical Sub-block Logical Sub-block

\
4 B
[Eiectrical Sub—block} Electrical Sub—block]
P \ RX X J L RX X Y,

Figure 2-1: Layering Diagram Highlighting the Transaction Layer

o Ny

OM14285

13 @ rednat



Technologies overview — PCle
Switches

14

A Switch is defined as a logical assembly of multiple virtual
PCI-to-PCI Bridge devices.

!

/ Switch

N,

Virtual

PCI-PCI

Bridge
Virtual Virtual Virtual
PCI-PCI PCI-PCI PCI-PCI
Bridge Bridge Bridge

— Legend

i

i

i

¢ PCI Express Link

Upstream Port

Downstream Port

Q redhat.
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Topology - PCI

Processor
Cache
Bridge/
Memory DRAM
Controller

Audio

i

Motion
Video

ey

PCI Local Bus #0

LAN SCsl
<
—

I

PCl-to-PCI
Bridge

Other /O

< PCI Local Bus #1

Figure 1-2: PCI System Block Diagram

Graphics

Functions j: ||

A-0152

Q redhat.



Topology - PCle

Figure 1-2: Example Topology

CPU
PCl Express | PClExpress
Endpoint
Root
Complex Memory
PCI Express to PCI Express
PCI/PCI-X Bridge
PCI Express
PCI/PCI-X G D
Express PCI PCI Express
Express Express
Legacy Legacy PCI Express PCI Express
Endpoint Endpoint Endpoint Endpoint
OM13751A
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Topology — PCle

Root Complex location

Intel* Fast
Memory Access
PCI Expross

10 Hi-Speed USB 2.0 Ports;
Dual EHCI: USE disable

Intel®Hi
Definition .ﬂ.udm

Intel” Quiet System
Technology
& Serial ATA Ports

B POl Express” x1

[ ]
=)

Intel® Integrated
10/7100/7 000 MAL
hnrmm: Storage
echnology
==

18

(" CPU )
Core1 || Core2 || Core3 Core 4
@®sp) || @p) || e || ap)
| | 1 ]
! integrated §
i Graphics :
D System Memory
] Hostbridge, P 4
PCle Root Complex Logic § 3 i{ DDR3Module1 | i
External PCle _._._._,_%i}_t;_é.l...!’..'!‘_E,_“ ogic . " M | :
Graphics idge | Controller : I H
(PCle Endpoint) ain Ll L & | DDR3IModule2 | '
R L :
} Chipset Interconnect §
5 1 Logic i )
This PCla link is viewed as
originating from the root port Proprietary
{in PCle graphics point of view) Chipset Interconnect
(Chipset ichipset| i
e A This PCle link is viewed
[ Logic i
lo s ttacar B s e as originating from root
port (from the PCle switch
|p0|n1 of view)

Virtual @9 Virtual

PCl4o-PCI | PCl-ta-PCI
Eridge  Bridge

PCle link originating from \7
the PCle switch port

k) PCle link originating
from the PCle switch port

Add-In Network Card
(PCle Endpoint)

Add-in SCSI Controller
(PCle Endpoint)

Q redhat.
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Configuration
PCI Configuration space triggering

/O mapped

Addresses identical across machines

Only supports 256 bytes/device

Only supports 256 buses

Address Register Data Register
OxCF8 OxCFC
31 24 15 10 7 20 K|
! ! !
Bus Register

Enable Device Function

20
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Configuration
PCI Configuration space

PCI

Configuration
Space
1
SME 1 1
1."
.r":
@
S4KE | ]
PCIIO
Space
Data Pod | CFCh-CFFh
Address Port _EEEh-EFEIh SEED
1KE 2568
Legacy 10 Rl 2568

21

256 Byte Configuration
Reqgister Space Per Function

Doubiewnrd

&4 Byle
PCI Configuration Header
(Two farmats: Header O
and Header 1)

192 Byte
Device Specific
Configuralion Regisler Spaca

Bufibsed
BWE [en dacimal}
Header 0 .

Dwvica | vendor 88
151 | 0 !
atatus |  Commang H

Hegater 1 Rngmbed
Clasy Codn 0z
THeadw D 1]
Type lnurv[ i

Bass Address 0 I
Base Address 1 s

¥
Basa Address 2 L

i
Base Addrmess 3 J L
Base Address 4 o
Base Address S | o
CardBus €15 Polnter 10
| Expansion ROM 12

Base fAddross i
Resarvad F'i':.::.—", "
Resorved Ll

I 1 ¥

I T P

| Max Lai| M G| Interrupd inteerups) | 15
d | Fan irap

| Lme |

B Foquired configuration reglsters

Q redhat.



Configuration
PCI Configuration — Command register

] 15 10 9 8 7 & &5 4 a 3 1 @
Provides control over a Reserved
device's ability to generate - HEEEEEEEEE
and reSpOnd to PCI CyCIGS. Fast Back-to-Back Enable
SERR# Enable
c . . Reserved
0= deV|Ce IS Iog|Ca”y Parity Error Response
disconnected from the PCl ey i st marste s
bus_ Special Cycles
Bus Master

Memory Space
11D Space

A2

Figure 6-2: Command Register Layout

Q redhat.



Configuration

PCI Configuration — Status register

The Status register is used
to record status information
for PCI bus related events.

Devices may not need to
Implement all bits,
depending on device
functionality.

23

15

3

A

14 13 12 11 10 9 8 ¢ 6 &5 4 3 0
Rezerved
A A A A A A A
Irterrupt Status
Capabhilities List
66 MHz Capable
Reserved

Figure 6-3: Status Register Layout

Fast Back-to-Back Capable
Master Data Parity Error
DEVSEL Timing

00 - fast

01 - mediurm

10 - slow
Signaled Target Abort
Received Target Abart
Received Master Abort
Signaled System Errar

Delected Parity Errar
A-0193

Q redhat.
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Configuration
PCI Configuration — Capabilities

e A set of registers added to a
linked list

 Enabled if “Capabilities” bit in
Status Register is “ON”

e Capability Examples:
- MSI / MSI-X
- PCI-X
- PCle

Capabilities
Pointer

Dffset

Adh

34h

Capabilityy

EQh

1D for Y )5(_".?1

5Ch

1D for X

Adh

Capability X

\

\

00h

1D for £

EOh

Capability £

AD200

Figute 6-8: Example Capabilities List

Q redhat.



Configuration
PCI Configuration — Base Address Registers (BARS)

31 4 3 21 0
Base Address o
Frefetchable T
Set to one. If thers are no side eflects on reads, the device retums =

 BAR Dual usage:

25

Used to determine how
much memory space or
I/O space the device
requires.

Stores the base address of
the memory region which
IS used to access the
device registers.

31

byies on reads regardiess of the byle enables, and host bndges can
meerge processor wintes ino this range without causing emors.
Bit must be se1 to zero otherwise.

Type
00 - Locate anywhene in 32-bit access space
01 - Resarved
10 - Locate amywhers in 64.-bit access space

11 - Resarved

Memory Space Indicator

A-0185

Figure 6-5: Base Address Register for Memory

Base Address

Heserved

H

O Space Indicator

Q redhat.



Configuration
Demo

[ @1ura1hnsf ]# lspci -v -s 01:00.0
ler:

bulsvstem. Red Hat,

F1ags bus master,

ajllltlESZ
.l1lflu5:

root@localhost ~]# setpci

thi

r ~1# se
r ~1# se
r ~1# se
r ~1# se
r ~1# se
r ~1# se

r ~]# se

26

Inc
fast

ed Hat,
D&vi"

5 01 :06C
5 01 :06C
5 01 :06C
5 01 :06C
5 01 :06C

; 01:006

Inc Device 1041 (rev 01)
IIDD
cy 0, IRQ 23
able} [size=4K]
=BM]

IﬂTuFmatluﬂ: VirtIO: <unknuwn>
Information: VirtIO:
Information: VirtIO:
Information: VirtIO:
Fic Information: VirtIO: CommonCfg
ient version 3
nt, MSI 00

COMMAND

STATUS

BASE_ADDRESS 0@
BASE _ADDRESS 1
BASE_ADDRESS 2
BASE_ADDRESS 3
BASE_ADDRESS 4

BASE _ADDRESS 5

Q redhat.



Configuration
Configuration space triggering — PCle (ECAM)

27

Memory Mapped

Supports 4K bytes/device

- Each device has its own 4K memory page.
Requires up to 28 bits of memory

- 256 MB
Supports 256 buses per base address.

Flat Memory Region

63 27 19 14 11 0

t t t
Significant Bits of Bus Register

System-Specific Device Function
Base Address

Q redhat.



Configuration
PCle Configuration space

32-bit system memory map

FFFh

Device 31 Function 7

Extended

Configuration

Space
(Not available on
legacy operating

Device 0 Function 4

systems)

Device 0 Function 3

Device 0 Function 2

4GB
Maximum Bus
MMConfig 2 .
- .
MMConfig Bus 2
Base Bus 1
Address Bus 0

Device 0 Function 1

Device 0 Function 0

FFh

28

(Available omlegacy

operating systems 3Fh
through legacy

PCI mechanisms 0

Extended
configuration

space for PCI
Express parameters
and capabilities
(Not available on
legacy operating
systems)

PCl Express
Capability Structure
Capability needed by BIOS
or by driver software on non

PCI Express aware operating

N

systems

PCI 3.0 Compatible
«—— (Configuration Space

Header

Q redhat.
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Configuration
PCle Configuration — PCle Extended Capabilities

* |tis not the PCI Express “capability”.

 Begins at offset 100h.

« Resembles PCI Capability structure.

(FFFh

PCI Express Extended
Configuration Space

—

FFh

PCI Configuration <
Space

0

PCl Express Extended Capability

Egpl}.ggﬁ{;?l% 19:16 Capability Version Number

S

15:0 Capability ID

31:20 Next Capability Offset (Oh based) —

Capability

Length implied by CAP ID/Version Number

\ PCI Express Extended Capabilities start

at base of extended configuration region

OM14302A

Figure 7-30: PCI Express Extended Configuration Space Layout

Q redhat.



Configuration
PCle Configuration — ARI Extended Capability

L Root Complex
Root Port A

Root Port B J

ARI (Alternative Routing-ID

A

Y

Interpretation) Device i
ARI Device X
Motivation
\

- PCI: 32 dev * 8 functions per bus

. J
Up to 256 Functions

- PCle: 1 dev * 8 functions per bus

Upstream
Port

Switch

Device is implied O

Downstream| |Downstream
Port C Port D

—

- <bus, device, function> Non-ARI Device

ARI Device Y
replaced by <bus, function>
\_ J \_ J
1t0 8 F\ufnctions Up to 256\/Functi0ns

A-0719

Figure 6-13: Example System Topology with ARI Devices

30
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Configuration

PCle Configuration — SR-I0OV Extended Capability

e Configure a device to appear in
PCI configuration space as
multiple functions.

 Two new function types:

- PFs: full functions
- Vis: “lightweight” functions
 Leverages ... ARI

31

VM |

System Device
Config Space

Wi Device
Config Space

: - - ...-u“.-
FM ...

VF Driver .

Physical NIC

Figure 5. Mapping VF Configuration

9 redhat.
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Configuration
PCle Configuration — Other Extended Capabilities

Function Level Reset (FLR)
Advanced Error Reporting (AER)

Access Control Services (ACS)

Q redhat.



Configuration
Enumeration & Resources allocation

Initially, only Bus 0 in the

Root Complex has a bus
number assigned. The
remaining buses have yet

" to be discovered and numbered

Root Complex

Bus 0 HosyPC
Bridge

N5

| 1
Device 0 Device 1 irtual

p2p

PCI Bus
i

PLI
Device

]
Dervce

Root Complax

Bus 1
Device 0

N e

IHoSLPCH
Bridge

Davicea 0  Device 1

BUS 7
Devica 0

Bus 8
Device 0

Exprass
I Bl
Brige
PC|Bus 7§ Bus 9
i | | |
Pl ) (=) (=
Cvice .I Davice [= 2= ] L

33
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Configuration
Multiple host bridges / Root complexes

* NUMA - how servers scales up
* A PCI Host Bridge can be connected to a single NUMA node
* Device assignment for a VM with multiple NUMA nodes

Inter-Processor
Processor Communications Processor

Y h
Root Complex Root Complex
R e 1 ;
b -0 | HostPCl . .
Sec=0 Sec = 64 | Host/PCI
&yCare UM sub=9 | Bridge Sub = 65 g:dge
WM LUIMA
: SusO ] Bus64 |
Config I 1
HE e e
P2p|Sec=1 [Device 0 Device 1| Sec=5 |P2P Device 0 sub- 65| P2P
[ |
B L1 LT
Bus 1 Bus 5 Bus 65
Function 0
= P2
[r— o P2p US 6 oo Bus 65
H f= n=2 Pri=6 Pri=6 Device 0
i - 5e3 54 Sib=7 =
| d pNUMA x : =t
| , | Nodes ] [ | I ]
— | ztoe | Bus 3 Bus 4 Bus 7 Bus 9
|
r— .m' ._' 777, MmN . !
Function 0 Funcion 0 Funciion 0 Function 0
4 Socket x 12 Core Host (48 Physical Cores)
Bus 3 Bus 4 Bus 7 Bus 9
Device 0 Device 0 Device 0 Device 0

34 Q redhat.
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PCI Hot Plug

Introduction

* PCI Hot Plug (PHP) is the concept of removing or inserting a standard
PCI adapter card from a system without interrupting normal system
operation or powering-down the system as a whole.

* History

- 1997: PCI Hot Plug introduced

- 2001: Standardized Hot Plug Usage Model and the hot plug
controller(SHPC)

— 2002: PCle Hot plug developed as part of PCle base specification

* ACPI Hot plug, as part of ACPI spec

— Out of the scope of this presentation

36 @ rednat



PCI Hot Plug
SHPC

The SHPC must be integrated into a PCI-to-PCI bridge or host bridge.

Hot Plug controllers must:

assert and deassert the reset signal to the PCI Express card
* remove or apply power to the card connector

* turn on or turn off the Power and Attention Indicators associated with a
specific card connector to draw the user's attention to the connector and
advertise whether power is applied to the slot.

* Monitor slot events (e.g. card removal) and report these events to software
via interrupts.

37 @ rednat



PCI Hot Plug
SHPC - PCIl vs PCle

User Interface

Hot-Plug
Service

o Isolation R

Device Device Device
Driver Driver Driver

Controliar *

Slot 2
Hot-Plug =TTET

Controller

38

Operating

User Interface

Hot-Plug

System Service

Davice Davice
Driver 1 Driver 2

Hot-Plug
Controller 1

Hot-Plug
Controller 3

Hot-Plug
Davice Davice Driver
Driver 3 Driver 4

Hot-Plug
Controller 2

Hot-Plug
Controllar 4

Q redhat.
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PCI Hot Plug

Software elements of Standard Hot Plug Usage Model

User Interface

Hot-Plug System Driver / Hot-Plug
Service

Device Driver

Firmware

Allows user to request hot-plug
operations

Receives requests issued by the OS and
Interacts with the hardware Hot-Plug
Controllers to accomplish requests.

« provide slot identifiers

 turn device On/Off

 turn Attention Indicator On/Off

» set current state of slot On/Off

Hot-Plug-specific capabilities must be
incorporated in a Hot-Plug capable device
driver

» support for the Quiesce command

Ensure unused IO/MEM regions remain
for the use of the new PCI devices

Q redhat.



PCI Hot Plug

Hardware Elements of Standard Hot Plug Usage Model

40

Hot-Plug Controller

Power Indicator

Attention Indicator

Attention Button
Manually-operated Retention Latch
(MRL)

MRL Sensor

Electromechanical Interlock

Receives and processes commands
issued by the Hot-Plug Device Driver

Indicates the slot/card for service

The Attention Indicator is used to draw the
attention of the operator or to indicate a
Hot Plug problem or failure.

Allows user to request hot-plug
operations

Holds add-in cards in place

Allows the port and system software to
detect the MRL being opened

Prevents removal of add-in cards while
slot is powered

Q redhat.



PCI Hot Plug

Hardware Elements of Standard Hot Plug Usage Model

PCI Express native Hotplug

Electro Mechanical Lock(EMI) Manual Release Latch Closed

Slot Number
Manual Release Latch Open

OL* Attention Button

____ Power LED (Green)

Attention LED (Yellow)

From http://docs.hp.com/

9 redhat.
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PCI Hot Plug
Hot Add Sequence

* The operator installs the card and secures the MRL

* The MRL sensor(if present), causes a system interrupt to be sent to the
Root Complex signaling the SHPC driver that the latch is closed

* User initiates hot add using Attention Button or Ul

* The SHPC driver causes the slot's Power Indicator to blink for 5 seconds,
this being the window to cancel the operation and also the time for the
software to validate the request.

* The SHPC driver issues a request to the hot plug controller to power on the
slot

* Once link training is complete, the Hot plug driver causes re-enumeration of
the slot bus; The hot added device is found, configured and driver is loaded.

Q redhat.



PCI Hot Plug

Hot Remove Sequence

* The user requests hot removal by pressing the Attention Button on the
corresponding slot or by a software request.

* The SHPC detects this event and delivers an interrupt to the Root Complex. As a
result of the interrupt, the Hot Plug System Driver reads slot status information
and detects the Attention Button request.

* Power LED blinks to indicate transition state. The operator is granted a 5 second
interval to cancel the request and the Hot Plug software validates the request.

* OS offlines the PCI Express device: the Hot-Plug System Driver commands the
card's device driver to quiesce.

* Next, software commands the Hot Plug Controller to turn the slot off.
* User opens the MRL and the card can now be removed.

* The OS deallocates the memory space, |0 space, interrupt line, etc.

Q redhat.



PCI Hot Plug
Hot Plug Registers

44

PCI Express allows buttons/indicators to be placed either on the
chassis or the card

— Buttons/Indicators on card can further be handled side-band or
In-band

Buttons/Indicators implemented on the chassis are indicated using
Slot Capabilities Register

— Other Hot Plug related Registers: Slot Control Register, Slot
Status Register

Buttons/Indicators implemented on the card are indicated using
Device Capabilities Register

Q redhat.
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Interrupts handling
Legacy interrupts

e Legacy interrupts are ;7
dedicated side-band Core
signals. ' i
g T Interrupt
c c ; Devicel >
« Multiple interrupt signals L %]
may share a single } — B
physical line. Sovice Interrupt

=

Deviced

46 @ rednat



Interrupts handling
MSI

e |n-band messages are implemented as memory writes to
an address with a data value, as specified by software.

- Required for PCI Express devices, optional for PCI devices

- Maximum of 32 MSIs per function

« MSI has a number of distinct advantages over INTx

— Sharing of interrupt vectors is eliminated

- Devices may have multiple interrupts per function

A7 @ rednat
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Interrupts handling
MSI capability structure

* To request service, an MSI function writes the contents of the
Message Data register to the address specified by the

contents of the Message Address register.

e Per-vector masking (optional) is managed through a mask

and pending bit pair per MSI vector

Capability Structure for 32-bit Message Address and Per-vector Masking

31

16 15 B 7

Message Control

Mext Pointer Capability 1D

Message Address

Heserved

Message Data

Mask Bits

Fending Bits

Capability Pointer

Capability Pointer + 04h
Capability Pointer + 08h
Capability Pointer + 0Ch

Capability Pointer + 10h

Q redhat.



49

Interrupts handling
MSI-X

 MSI-X has the same features as MSI, the key differences
are:

- Maximum of 2048 MSI-Xs per function
- MMIO region required for MSI-X tables and Pending Bit Arrays

— Per function vector masking and per vector masking (optional
for MSI)

Q redhat.



Interrupts handling
MSI-X capability structure

* The capability structure
points to:

- A MSI-X Table structure

- A Pending Bit Array
(PBA) structure.

e Each structure is mapped
by a BAR.

DWORD 3 DWORD 2 DWORD 1 DWORD 0

Vector Control Msg Data Msg Upper Addr Msg Addr entry 0 Base

Vector Control Msg Data Msg Upper Addr Msg Addr entry 1 Base + 1716

Vector Control Msg Data Msg Upper Addr Msg Addr entry 2 Base + 216

Vector Control Msg Data Msg Upper Addr Msg Addr entry (N-1)  Base + (N-1)*1
A-038

Figure 6-11: MSI-X Table Structure
63 0
Pending Bits 0 through 63 QWORD 0 Base
Pending Bits 64 through 127 QWORD 1 Base + 1°8

Pending Bits ((N-1) div 64)*64 through N-1

QWORD ((N-1) div64) Base + ((N-1) div 64)"8

Q redhat.
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Thank you!
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